Managing the Age of Perennial Crops for Processing:

Maximum Sustainable Yield Is a Good Heuristic

Abstract

The design of perennial crop supply chains requires an answer to the question: what is the optimal age to replace the crop? We present a novel theoretical framework to study optimal perennial crop age when the output is used as a feedstock for a processing facility. We prove that our model has a solution and generate analytical comparative statics with respect to facility size and cost parameters. To show the empirical robustness of these theoretical results, we calibrate simulations to the sugarcane industry in São Paulo, Brazil and the almond industry in California, showing that that the optimal age is very close to the maximum sustainable yield age. These results support the use of maximum sustainable yield as an important management heuristic, since the difference in cost between the two approaches is negligible and the MSY approach requires less, more easily obtainable information.
1 Introduction

Agricultural supply chains are crucial for bringing food from growers to increasingly urban populations. The particular structure of an agricultural supply chain can affect the size and distribution of returns to participants along the chain, as well as the adoption and diffusion of agricultural technologies, and has the potential to transform an economy beyond the agricultural sector (Barrett et al., Forthcoming). While these effects have long been documented by economists and effective frameworks have been developed for analyzing components of the supply chain, there are few studies that provide an “explicit framework for economic principles of supply chain design” (Zilberman, Lu, and Reardon, 2019, p. 289). Our paper helps fill this gap by developing a novel theoretical framework for analyzing agricultural supply chains for perennial crops, a class of crops with great economic importance worldwide and an additional constraint not present in annual crop production: older, higher-yielding plants began as younger, less-productive plants.

Perennial crops provide multiple sources of value including food, such as fruit, nuts, cocoa, and coffee; fuel, including sugarcane ethanol and cellulosic biofuel; agronomic benefits, such as longer growing seasons and more efficient use of water (Glover et al., 2010; Wallace, 2000, p. 1638); and ecological and environmental services, such as carbon sequestration (Kreitzman et al., 2020) and erosion control (Glover et al., 2010; Molnar et al., 2013). Producers of perennial crops face an additional constraint compared to producers of annual crops: to obtain perennials of a certain age, they must be grown from younger plants. There is a relationship between age and yield. Generally, the yield increases with age, before peaking and declining (Mitra, Ray, and Roy, 1991). The unconstrained perennial grower would wish to have a production system consisting only of plants at the maximum yielding age. However, when incorporating the aging constraint, the yield of a production system in which all crops have an identical age would vary with the relationship between age and yield, introducing revenue variation to the grower and capacity utilization problems further down the supply chain.
A portfolio of crop ages will lower the deterministic variation in yield. Tisdell and De Silva (1986) show that a portfolio with a uniform distribution of ages eliminates any deterministic yield variation due to age and that this distribution can be described by its maximum age. However, taking the objective of minimizing deterministic yield variation as given, this raises the issue of choosing an age to minimize supply chain costs.

A natural candidate is the yield maximizing uniform distribution, or maximum sustainable yield (MSY), which Tisdell and De Silva argue has desirable properties as a management heuristic in comparison to a net present value (NPV) maximization approach. The MSY approach only requires data on the technical relationship between age and yield, avoiding the need for forecasts of economic variables such as demand and interest rates. This is especially important in developing country contexts where future market conditions may be subject to substantial uncertainty and growers themselves may be subject to additional constraints (e.g., credit constraints). However, while Tisdell and De Silva provide rhetorical arguments supporting the use of the MSY heuristic, they provide no formal or empirical analysis of its performance against a NPV maximization approach. This raises the question of whether MSY is a good heuristic, or simply an easy heuristic.

From the perspective of a single orchard, the key tradeoff in an NPV approach is the balance between the decline in yields as the crop ages and the cost of replanting (including the opportunity cost of forgoing production for several seasons as the new crop becomes established) (Faris 1960). Increases in opportunity cost of replanting such as a period of high output prices, or an increase in the replanting costs themselves, will tend to increase the optimal age of the crop.

On the other hand, in this paper we show that when the replacement problem is considered from the perspective of the supply chain, the trade-off is shifted towards the MSY due to the introduction of delivery costs. Using two examples, sugarcane production in Brazil and almond production in California, we show that the optimal age is very close to the MSY age once delivery costs are accounted for, thereby providing support to Tisdell and De Silva’s
argument that managing for MSY is a valuable heuristic, and one that remains relevant for managing perennial supply chains.

1.1 Contributions of the paper

In this paper we present a novel framework for designing the supply chain of a processing facility using perennial feedstocks, which can be used to minimize the costs of supplying the facility’s feedstock needs. To our knowledge, this is the first study that explicitly includes the optimization of the feedstock crop’s age as a control parameter. In the model, both planted area and orchard age can be chosen by the decision maker. Our analysis focuses on a particular subset of possible age-structures known as the ‘balanced orchard’. A balanced orchard has an equal proportion of land allocated to each age-class. For example, if there were only young and old trees, a balanced orchard would allocate half the land to young trees and half to old trees. Focusing on the balanced orchard allows the state of the orchard to be characterized by the maximum age. More generally, modeling an \( n \)-age-class orchard would need \( n \) state variables (see Mitra, Ray, and Roy (1991) for a more general discussion of possible age-structures). Furthermore, the balanced orchard minimizes the year-to-year variation in yields due to age-structure (Tisdell and De Silva, 1986), thereby avoiding the addition of another source of feedstock supply variation. Reducing this variation is an explicit goal of biomass supply chain optimization (Mafakheri and Nasiri, 2014; Sharma et al., 2013; Margarido and Santos, 2012; Debnath, Epplin, and Stoecker, 2015).

Building on the model of processed product costs by Wright and Brown (2007), we develop a model of perennial feedstock production and processing that includes maximum age as a control variable, generating a trade-off between land and yield to feed a processing facility of fixed size. We generate first order conditions for the model for a large class of yield functions and analyze the resulting comparative statics. The lower cost set for this problem is not convex, so we cannot rely on the usual necessary conditions for a solution. We demonstrate that the first order conditions necessarily have a solution and identify a sufficiency condition.
To test the argument of Tisdell and De Silva (1986), we calibrate the model to two scenarios: sugarcane ethanol production in Brazil, and almond production in California. For each scenario, we numerically solve the cost minimization problem and calculate the optimal and maximum sustainable yield ages and the percentage cost differences between systems managed at these two ages. For sugarcane, the cost minimizing age was 5.49 years and the maximum sustainable yield age was 5.31 years. The percentage difference in cost between the two was 0.25 percent. For almond, the differences were even smaller, with a cost minimizing age identical to two decimal places to the maximum sustainable yield age of 20.44 years, and a percentage cost difference in the order of $10^{-7}$. We confirmed that these results are robust to alternative parameter sets by performing Monte Carlo simulations with randomly drawn parameter sets. For sugarcane, 99 percent of the results had percentage cost differences less than five percent, and 95 percent had differences less than 2.51 percent. For almond, 98.6 percent had percentage cost differences less than five percent, and 98.5 had differences less than 0.1 percent.

These results, in two different crop types, support the argument that managing perennials for maximum sustainable yield is a practical goal, with a large reduction in information necessary for management, and only a small to negligible increase in costs.

In what follows, we first develop a theoretical model that incorporates maximum age, planted area, transportation, and processing. Then we identify the conditions for minimizing the cost in this model and show how the optimal planted area and age vary with processing capacity and cost parameters. Then the theoretical results are illustrated with examples from the Brazilian sugarcane industry and California almond industry.
2 An Analytical Model of Perennial Age, Growing Region Area, and Processing Facility Capacity

Consider a processing facility of given size that is supplied a feedstock grown by a perennial crop in surrounding fields. Assume that this is a vertically integrated system where a single manager controls the facility, and the land and crop management for the feedstock. The manager’s problem is to minimize the cost of the feedstock to the facility by choosing how much land to use and how the feedstock is grown on that land. We pose this as a static problem for the manager, which can be interpreted as the long-run, steady-state management strategy for the facility. In this study we neither study the short run dynamics of the manager’s problem, nor the choice of facility size in the first place.

Wright and Brown (2007) observed that there are three components to the cost of producing processed product: feedstock cost at the farm gate; feedstock delivery costs; and facility operating costs. The cost minimization problem facing the manager is

$$\min \left[ \text{Farm gate feedstock costs} + \text{Feedstock delivery costs} + \text{Processing costs} \right] \quad \text{such that} \quad \text{Feedstock production} = \text{Facility capacity}$$

We discuss each of these components of cost in turn to develop a mathematical statement of the manager’s objective function.

2.1 Feedstock production

The facility requires feedstock for processing. Call the quantity of feedstock arriving at the facility $Q$. Feedstock production $Q$ is the product of planted, $L$, and per-unit land productivity, $y$, i.e. $Q = yL$
2.1.1 Land productivity, $y$

Since the feedstock is perennial, the productivity of a single tree varies over its lifespan so the total productivity of the orchard is the weighted sum of the productivities of all the constituent trees (The term orchard should be seen as a stand-in for all perennial crops, including tree crops and perennial grasses). Let $f(a)$—the age-yield function—be the yield per unit land of $a$-year-old trees.

The age-structure of the orchard through time can exhibit many different trajectories (see Mitra, Ray, and Roy (1991) for more discussion), but we restrict this analysis attention to a special type of trajectory: the balanced orchard. In a balanced orchard the distribution of tree ages follows a uniform distribution from 0 to maximum tree age, $n$ (Tisdell and De Silva, 1986). The density of each age of tree is thus $\frac{1}{n}$. We call this an $n$-orchard. We call an older orchard one with a larger $n$, and a younger orchard one with a smaller $n$.

The balanced orchard is the supply-variation minimizing steady-state age-structure. There are two reasons to focus on balanced orchards. First, balancing an orchard to minimize supply variation is frequently a direct management objective for perennial crop growers and processing facility operators (Tisdell and De Silva, 1986; Margarido and Santos, 2012; Mafakheri and Nasiri, 2014; Sharma et al., 2013; Margarido and Santos, 2012; Debnath, Epplin, and Stoecker, 2015). Second, it allows us to write a simple model that can focus directly on the trade-offs between age, land, and processing facility capacity, while avoiding the technical details of transition dynamics.

Focusing on steady state orchards, however, prevents us from analyzing the transition dynamics to the steady state, and between steady states, so this analysis must be considered a long-run. Tregeagle and Simon (2020) show that an optimally managed perennial crop supply chain, starting from any initial condition except the balanced orchard will not converge to the balanced orchard, rather it will converge to a cycle in the neighborhood of the balanced orchard. For this study, we assume that the balanced orchard is a good approximation of the long-run steady-state cycle.
2.1.2 Allowable age-yield functions

We impose the following conditions on the age-yield function to ensure a analytical solution

\[ f(a) \] is continuous \hspace{1cm} (1)

\[ f(0) = 0 \] \hspace{1cm} (2)

\[ f(a) \] monotonically increases to a unique maximum and then monotonically decreases \hspace{1cm} (3)

\[ \lim_{a \to \infty} a f(a) = 0 \] \hspace{1cm} (4)

Assumption (1) aids analysis of the supply-chain optimization problem. Although continuity can only ever be an approximation of an empirical age-yield function, we consider it to be a reasonable assumption, and that it is a worthwhile price to pay to facilitate analysis. Assumption (2) requires that plants are non-yielding when they are planted. This is a reasonable assumption when considering the entire life-cycle of a plant. However, it may be possible for the manager to buy saplings that are bearing fruit when he takes possession of them. We exclude this possibility. Assumption (3) is similar to a standard assumption in the perennial crop theory literature (Mitra, Ray, and Roy, 1991), but it is a little stronger, since it excludes the possibility that trees may have a maturity phase where they produce their maximum yield for several years in a row. This assumption, however, allows the age-yield function to become arbitrarily close to this case. Assumption (4) requires that the age-yield function approaches zero 'fast enough' as the age of the tree approaches infinity. In particular the assumption requires that the age-yield function approach zero faster than \( \frac{1}{x} \). This is clearly a reasonable assumption since the oldest known fruit tree, the olive tree of Vouves in Crete, is around 2000-4000 years old and still produces fruit (Riley, 2002). However, this assumption imposes two important modeling restrictions on the analyst. First, the age-yield function cannot approach a positive constant. This may be an attractive assumption if the tree has a long period of relatively constant yield toward the end of its life. Second, it rules
out age-yield functions that approach zero too slowly. The analyst must check any candidate age-yield function against these assumptions before relying on the results of this study.

2.1.3 Feedstock production from an $n$-orchard

Assuming a uniform distribution of ages, for an orchard with maximum age $n$, the yield of feedstock per unit of land is

$$y(n) = \frac{1}{n} \int_0^n f(a) \, da$$

There is a trade-off between marginal and average yield inherent in this function. Since $f(a)$ is non-negative, the integral term is increasing in $n$. But an increase in $n$ increases the number of age classes that the yield must be averaged across. Whether $y$ is increasing or decreasing in $n$ depends on the contribution of the marginal tree relative to the average at that $n$, which is shown by the derivative of $y$ with respect to $n$.

$$\frac{dy}{dn} = \frac{1}{n} \left( f(n) - \frac{1}{n} \int_0^n f(a) \, da \right) = \frac{1}{n} \left( \frac{Yield \ of \ additional \ n\text{-tree}}{Yield \ of \ n\text{-orchard}} \right)$$

The terms in the parentheses are multiplied by $\frac{1}{n}$ because the contribution of any single tree is diluted with an increase in the number of age-classes in the $n$-orchard. Let the maximum age of the uniform distribution that maximizes yield be $n_{MSY}$.

2.1.4 Using a Hoerl function for $f(a)$

Haworth and Vincent (1977) undertook a study of the statistical modeling of perennial crops. In chapter 3 they discuss the merits of different functional forms for fitting perennial crop age-yield data, arguing that the Hoerl function is the most appropriate function for modeling perennial crop yields. Specifically they compared quadratic, log-quadratic, log-reciprocal, Hoerl’s function, the modified Gompertz function, and the generalized logistic function.
Figure 1: Yield is increasing in $n$ while the marginal age class, $n$, is more productive than the average of the $n$-orchard, $y(n)$.

While the generalized logistic function had the most flexible fit, the results from fitting the Hoerl function were indistinguishable from the generalized logistic. Further the Hoerl can be fitted with ordinary least squares, while the generalized logistic requires non-linear curve fitting techniques.

The Hoerl function is given by $f(x) = ax^b e^{cx}$. A desirable feature of this function is that its log is linear in parameters, which facilitates estimation by ordinary least squares. To model the properties of a perennial crop age-yield function we must assume $a > 0$, $b > 0$, and $c < 0$ (which is necessary and sufficient to satisfy assumptions (1)-(4). We show this in lemma 1 in appendix A). The age-yield function in figure 1 is an example of the Hoerl function. In this case the parameters have been fitted to age-yield data based on data for sugarcane grown in the Alta Mogiana region of São Paulo state, Brazil (see appendix B.1).
2.1.5 Limitations of the Hoerl Function

The Hoerl function awkwardly fits the observed age-yield function for Brazilian sugarcane. The fitted Hoerl function peaks later than the observed yield peak, with the fitted Hoerl peak occurring around an age of 3.5 years, while the observed peak occurs at age 2 (see figure 6 in appendix B).

Vincent and Haworth’s argument in favor of the Hoerl function was based on data for apples, pears, peaches, and oranges, all trees with lifespans over 15 years. The non-bearing period of these trees is much longer than for sugarcane (3-5 years, compared to 1 year), and the rate of increase to maximum yield is much slower (maximum yield reached in 10-20 years, compared to 1 year for sugarcane).

It is possible, therefore, that some other functional form, satisfying the assumptions in section 2.1.2, is a superior choice for modeling sugarcane age-yield functions. Searching for this function, however, is beyond the scope of this study, and the Hoerl function is sufficient for making the qualitative arguments in this paper. Further, by making a simple adjustment to the age-yield data, we can obtain a superior, but still plausible, fit with the Hoerl function. Since California almonds have a longer lifespan, the fit of the Hoerl function in this case is acceptable.

2.2 Age-Dependent costs

Replanting costs can be a substantial cost in perennial crop production. In an example sugarcane farm budget prepared for sugarcane growing in the South-Central region of Brazil, Teixeira (2013) found that replanting costs accounted for around 25 percent of the annual operating cost of a 5-orchard. If \( C_n \) is the cost of replanting trees on a unit of land, \( \frac{C_n}{n} \) is the annual replanting cost of an \( n \)-orchard, since only \( \frac{1}{n} \) of the trees are replanted each year.
2.3 Age-Independent costs

Some fraction of the farm-gate costs must be incurred per unit land, regardless of the age of the trees on it. This will include the manager’s time, the rental rate of the land, any irrigation infrastructure etc. Since this cost is fixed relative to the age of the trees, it is denoted $C_f$.

2.4 Total land, $L$

The other component determining total feedstock quantity is the area of land controlled by the manager, $L$. The choice of $L$ determines how many units of land have a perennial feedstock orchard with yield $y(n)$ on them. This determines total feedstock production, $Q = y(n) L$, and total feedstock growing costs, $L (C_f + \frac{C_n}{n})$.

2.5 Delivery costs

The total quantity of land also affects the cost of transporting the feedstock from the farm gate to the processing facility (Wright and Brown, 2007). Delivery costs are proportional to the quantity of feedstock multiplied by the average delivery distance.

The average delivery distance is increasing in the area of land around the facility. In the case of a facility surrounded by a circular growing region, following Overend (1982), the distance from the facility to the furthest field is given by

$$L = \pi r_{max}^2 \Rightarrow r_{max} = \sqrt{\frac{L}{\pi}}$$

The area-weighed average delivery distance is $r_{av} = \frac{2}{3} r_{max}$. We express delivery costs as $C_D y(n) L^\alpha$ (or $C_D Q L^{\alpha-1}$), where $\alpha > 1$. Hence delivery costs are a convex function of growing region area. If the growing region is not circular, $\alpha$ is not necessarily equal to $\frac{3}{2}$, but delivery costs still increase as a convex function of land (see appendix B.1 for full derivation).
We make a distinction between the area of land planted with orchards and the total area of the growing region. To allow for the possibility that some land in the growing region is used for other purposes, we allow the planted area to be a linear function of total growing region area, \( L = d \times A \) where \( A \) is the total growing region area, and \( d \) \((0 < d \leq 1)\) is a density parameter. This facilitates calibrating the model.

Bringing another unit of land into the growing region increases both the quantity of feedstock produced and the average distance all feedstock must be transported. The increase in feedstock quantity is linear (holding yield constant) and the increase in average delivery distance is proportional to a positive power of land, hence making the delivery cost function a convex function of growing region area.

2.6 Processing costs

Since this analysis focuses on a static, deterministic setting, the processing facility size can exactly match the level of feedstock production. Thus \( Q \) represents both the quantity of feedstock produced and the processing capacity of the facility. Nguyen and Prince (1996) and Jenkins (1997) wrote two influential studies that suggest that operating costs are a concave function of facility size. We thus write processing costs as \( C_p, Q^\gamma \) where \( \gamma < 1 \).

2.7 Objective function

Recall the manager’s objective is to minimize the cost of feedstock production, given by:

\[
\begin{align*}
\text{Feedstock costs} &= \text{Farm gate feedstock costs} + \text{Feedstock delivery costs} + \text{Processing costs} \\
&= \left(C_f + \frac{C_n}{n}\right)L + C_D y(n) L^\alpha + C_P (y(n) L)^\gamma
\end{align*}
\]

Using the notation and formulas developed in the previous section, we can rewrite the feedstock cost function mathematically

\[
C(n, L) = \left[\left(C_f + \frac{C_n}{n}\right)L + C_D y(n) L^\alpha + C_P (y(n) L)^\gamma\right]
\]
where $n$ is maximum orchard age, $L$ is area of the growing region, $C_f$ is the age-independent cost per unit of land, $C_n$ is the age-dependent cost per unit of land, $C_D$ is the delivery cost parameter, $\alpha$ is the measure of delivery cost convexity, $C_P$ is the processing cost parameter, and $\gamma$ is the measure of processing cost concavity.

### 3 Cost Minimization and Comparative Statics

We now return to the manager’s optimization problem, minimizing the costs of supplying a processing facility of a given size ($\bar{Q}$):

$$\min_{n,L} C(n, L) = \left( C_f + \frac{C_n}{n} \right) L + C_D y(n) L^\alpha + C_P (y(n) L)^\gamma \quad \text{s.t. } y(n)L = \bar{Q}$$

Observe that we can substitute the facility size into the expression for processing costs, leading them to become a constant relative to $n$ and $L$, thereby reducing the cost minimization problem to one that only includes farm gate and delivery costs.

$$\min_{n,L} C(n, L) = \left( C_f + \frac{C_n}{n} \right) L + C_D y(n) L^\alpha \quad \text{s.t. } y(n)L = \bar{Q}$$

The Lagrangian associated with this cost minimization problem is

$$\mathcal{L}(n, L, \lambda) = (C_f + \frac{C_n}{n})L + C_D y(n)L^\alpha + \lambda(\bar{Q} - y(n)L)$$
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3.1 First order conditions

The three first order conditions for the cost minimization problem are

\[
\frac{\partial L}{\partial n} = \frac{-C_n}{n^2} + C_D y'(n) L^\alpha - \lambda y'(n) L = 0 \tag{5}
\]

\[
\frac{\partial L}{\partial L} = \left(C_f + \frac{C_n}{n}\right) + \alpha C_D y(n) L^{\alpha-1} - \lambda y(n) = 0 \tag{6}
\]

\[
\frac{\partial L}{\partial \lambda} = \bar{Q} - y(n) L = 0 \tag{7}
\]

Equations (5) - (7) state that the marginal change in the Lagrangian function with respect to each of the choice variables is necessarily zero at the optimum.

The left hand side of equation (5) shows how the Lagrangian function changes with respect to an increase in the orchard age. There are three components. The first component is the change in age-structure dependent costs (e.g. average replanting costs). This is always negative since the costs are averaged over more age-classes as \( n \) increases. The second component is the change in delivery costs due to the increase in orchard age. This can be either positive or negative depending on the sign of marginal yield, \( y'(n) \). If marginal yield is negative, then an increase in orchard age reduces delivery costs since there is less feedstock to deliver. The third term is the penalty for violating the quantity constraint. If \( y'(n) \) is non-zero, a change in \( n \) changes the quantity of feedstock produced (since we are holding planted area constant). If the constraint was satisfied before the change, then it will now be violated after the change. Generally, \( \lambda \) represents the penalty for violating the constraint by a single unit (at the optimum it represents the change in costs due to a unit increase in processing facility capacity). So the third term is the product of the per-unit penalty and the change in total feedstock quantity due to the increase in orchard age.

The left hand side of equation (6) shows how the Lagrangian function changes with marginal increase in the planted area. The three components have similar interpretations to the components of equation (5) except that now orchard age is being held constant. The first term is the marginal cost of growing feedstock on an additional unit of land. The second
term is the marginal cost of delivery from the additional unit of land. This is an increasing function of total land due to the convexity of delivery costs. Again, the third term is the penalty for violating the capacity constraint, given the penalty per unit, $\lambda$.

3.2 Isoquant and isocost curves

Figure 2: Example isocost and isoquant curves for the cost minimization model. The lower contour set for both isocost curves is non-convex.

Figure 2 shows two example isocost and isoquant curves for the constrained minimization problem presented in the previous section. The isocost and isoquant functions are presented in $(n, L)$ space, so both are functions of $n$. The figure was generated with MATLAB using the calibrations for sugarcane and almond described in appendix B (see section 5 for more details on how this was solved numerically). Although specific to the sugarcane ethanol industry in São Paulo state, Brazil, and the almond industry in California, these figures display all the qualitative features of an isocost and isoquant curve of the general constrained minimization problem, as the next sections establish.

Looking at figure 2, two issues arise regarding using the first order conditions to solve the constrained minimization problem. The first is that the domain of the isocost and isoquant function is unbounded to the right. The second is that the lower-cost set of the
isocost curve is non-convex (most obviously seen for almonds). These two issues mean that we cannot immediately invoke the usual sufficiency conditions for a convex optimization problem, which call for a bounded domain and a convex lower-contour set for the objective function and guarantee that a solution to the first order conditions is also a solution to the original optimization problem.

The first issue can be dispensed with almost immediately by noting that as \( n \) approaches infinity, yield approaches zero, requiring the growing region to increase without bound. The marginal cost savings from increasing \( n \) and reducing age-independent costs approach zero as \( n \) approaches infinity, whereas the marginal cost of expanding the growing region is always positive (and in fact increasing due to the convex delivery costs). Hence it cannot be optimal to let \( n \) approach infinity, implying that for each parameter set there must be some upper bound beyond which the optimal \( n \) can never be found.

The second issue, a non-convex lower-cost set is dealt with by propositions 1–3.

### 3.2.1 Ruling out the optimality of \( n \leq n_{MSY} \)

**Proposition 1** The optimal maximum orchard age, \( n^* \) must be strictly greater than the maximum orchard age that maximizes yield, \( n_{MSY} \), i.e. \( n^* > n_{MSY} \).

This proposition shows that production costs can never be minimized while orchard yield is an increasing function of maximum orchard age due to the presence of age-dependent costs. This is because for each \( y(n) \) below the maximum, there is an \( n \) that generates an identical \( y(n) \) to the left of the maximum and to the right of the maximum. The \( n \) to the right of the maximum has a lower average replanting cost, since replanting costs are dispersed over a larger number of age-classes, and thus is always the lower cost choice. The next sections establish that a solution to the first order conditions exist in the \( (n_{MSY}, \infty) \) region and that this solution also solves the cost-minimization problem. See appendix A for proof.
3.2.2 The existence of a solution to the first-order conditions

**Proposition 2** Given assumptions (1)-(4), a solution, \( n^* \), to the first order conditions exists such that \( n^* \in (n_{MSY}, \infty) \).

The intuition behind this proof is that the derivatives of the isocost and isoquant functions must be equal somewhere on the set \( (n_{MSY}, \infty) \). At \( n_{MSY} \), the slope of the isocost function is greater than the slope of the isoquant function. Conversely, as \( n \) approaches infinity, the slope of the isoquant approaches a positive constant while the slope of the isocost function approaches zero. By continuity there must be some intermediate point where the slopes are equal. See appendix A for proof.

The Hoerl function satisfies the assumptions (shown in lemma 1), so for this family of functions a solution to the simulated cost minimization problem exists.

3.2.3 Does \( n^* \) minimize costs?

A sufficient condition for \( (n^*, L^*) \) to (locally) minimize costs is that the Lagrangian is convex at this point. A sufficient condition for the Lagrangian to be convex is that the determinant of the bordered Hessian is negative at the candidate point. Evaluating the determinant of the bordered Hessian leads to the following proposition.

**Proposition 3** The condition

\[
\begin{aligned}
n^3 \left( y'(n)^2 ((\alpha - 3) \alpha C_D L^{\alpha - 1} + 2\lambda) - y(n) y''(n) (\lambda - C_D L^{\alpha - 1}) \right) + 2 C_n (n y'(n) + y(n)) > 0
\end{aligned}
\]

when evaluated at \((n^*, L^*)\) is a sufficient condition for \((n^*, L^*)\) to solve the cost-minimization problem.

All of the simulation results presented in this paper satisfy the condition in proposition 3. This was verified numerically in MATLAB.
3.3 The behavior of $n^*$ and $L^*$ with respect to changes in processing facility capacity

How does the optimal growing region size and maximum orchard age change as the given processing facility size changes? We answer this question by finding and analyzing the derivatives $\frac{dn^*}{dQ}$ and $\frac{dL^*}{dQ}$.

**Proposition 4** As processing facility size increases, the optimal orchard age decreases, i.e. $\frac{dn^*}{dQ} < 0$.

As the processing facility size increases, the optimal maximum orchard age decreases, and approaches the maximum yield age. For $n > n_{MSY}$, a decrease in $n$ increases the yield of the feedstock growing region. Since a fixed quantity of feedstock must be produced, higher yield allows the growing region to be marginally smaller. We have shown that it is always worthwhile to marginally boost yields as the facility size increases. The magnitude of this effect, and whether it is economically important, depends on the particular parameterization of the model.

**Proposition 5** If $y''(n^*) < 0$, then increased processing facility capacity leads to increase growing region size, i.e. $\frac{dL^*}{dQ} > 0$.

This comparative static implies that when the average yield at the optimal orchard age is decreasing at an increasing rate, the land used to grow the feedstock will increase as refinery size increases. By definition, the second derivative of average yield will be negative at the maximum sustainable yield age. Therefore there is a neighborhood around $n_{MSY}$ in which proposition 3.3 holds.

Figure 3 shows a numerical example of how the cost minimizing orchard age and planted land area change as the processing facility processing capacity is increased. The example is calibrated to sugarcane mills in São Paulo state, which range from 1 million to 36 million tons per year. The details of the calibration are provided in appendix B.1.
Figure 3: Cost minimizing age and planted land area as processing facility capacity is increased from 1 million tons to 36 million tons. With increased capacity, age approaches $n_{MSY} (= 5.31)$.

The shape of the expansion path corresponds to the results of the comparative statics of $n^*$ and $L^*$ as we increase $\bar{Q}$. As facility capacity increases from 1 to 36 million tons the optimal maximum orchard age decreases from 5.77 to 5.50, corresponding to an increase in the $n$-orchard yield from 83.31 tons per hectare to 83.52 tons per hectare. The majority of the additional feedstock is supplied from additions to planted land area.

### 3.4 Comparative statics of $n^*$ and $L^*$ with respect to other exogenous parameters

**Proposition 6** Table 1 presents the signs of the comparative statics of $n^*$ and $L^*$ with respect to the listed exogenous parameters.

The parameter $C_f$ represents the age-independent cost of growing an orchard of any age. An increase in $C_f$ increases the marginal costs of land, so the optimal choice moves away
The parameter $C_n$ represents the age-dependent costs of the orchard. This cost includes replanting costs, as well as the cost of maintaining trees in the years after they are planted. The total cost of replanting and maintaining is dependent on the maximum orchard age, since $\frac{1}{n}$ of the orchard is being replanted and $\frac{n-1}{n}$ is being maintained each year. See appendix B for more details. An increase in positive age-dependent costs always increases the attractiveness of older trees, since older trees are relatively cheaper than new trees.

The parameter $C_D$ represents the costs of delivering feedstock from the field to the processing facility. It affects both costs of yield and of land, since both these variables determine the quantity of feedstock transported. However, since this analysis is focused on a cost-minimization problem with respect to a fixed facility size, a change in delivery cost only affects the marginal cost of land, leaving the quantity of feedstock produced unchanged. Therefore, an increase in the delivery cost increases the marginal cost of land, and like the effect of $C_f$, shifts the optimal mixture of land and yield towards yield and away from land.

### 4 Background on the Simulation Calibrations

Before presenting the simulation methods and results, we provide some information about the industries our two calibrations are drawn from.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\frac{dn^*}{dx}$</th>
<th>$\frac{dL^*}{dx}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_f$</td>
<td>$&lt; 0$</td>
<td>$&lt; 0$</td>
</tr>
<tr>
<td>$C_n$</td>
<td>$&gt; 0$</td>
<td>$&gt; 0$</td>
</tr>
<tr>
<td>$C_D$</td>
<td>$&lt; 0$</td>
<td>$&lt; 0$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$&lt; 0$</td>
<td>$(&lt; 0) \Leftrightarrow L &gt; e^{-1/(\alpha-1)}$</td>
</tr>
</tbody>
</table>

Table 1: Signs of comparative statics of $n^*$ and $L^*$ with respect to four key parameters.
4.1 Sugarcane Ethanol in Brazil

Sugarcane in Brazil is used to produce sugar and ethanol, a biofuel. In the 2020/21 harvest season, Brazil grew 657,433 thousand tons of sugarcane. This harvest was processed into 41,503 thousand tons of sugar and 32,503 thousand cubic meters of ethanol (UNICA, 2021).

Biofuels have great potential to assist efforts in climate change mitigation due to their lower life cycle carbon emissions in comparison to gasoline (Khanna and Crago, 2012). The environmental benefits of biofuel depend on the feedstock used and the production process. In a recent meta-analysis, Hochman and Zilberman (2018) found that corn ethanol reduces greenhouse gas emissions by 11 percent compared to gasoline. In comparison, sugarcane ethanol can reduce greenhouse gas emissions by around seventy five percent (Crago et al., 2010; Manochio et al., 2017). Cellulosic ethanol, often produced from perennial feedstocks, can have even greater environmental benefits, with greenhouse gas reductions up to 86 percent (Wang, Wu, and Huo, 2007).

The cost of the supply chain to convert biomass into energy is one of the most important barriers to adoption (De Meyer et al., 2014; Rentizelas, Tolis, and Tatsiopoulos, 2009). Both corn and sugarcane ethanol are ‘first-generation’ technologies, where the ethanol is fermented directly from sugars in the feedstock. Cellulosic ethanol is a ‘second-generation’ technology, where non-fermentable complex compounds are first broken down into simpler sugars, which are then fermented. First generation technologies are in widespread use, with the US leading corn ethanol production and Brazil leading sugarcane ethanol production. The adoption of cellulosic ethanol has been hampered by high costs.

Brazilian sugarcane is usually grown in a six year cycle (Margarido and Santos, 2012), while miscanthus and switchgrass, two of the most promising cellulosic feedstocks, can be grown for over 10 years before needing to be replanted (Douglas et al., 2009; Heaton, 2010). Sugarcane is highly perishable after it is harvested and must be processed at the processing facility within 24 hours of being harvested. In São Paulo, feedstock travels, on average, 20 kilometers to the facility (Crago et al., 2010).
As indicated by a series of recent reviews, existing studies of biomass supply chain optimization tend to focus on optimizing the planted area (De Meyer et al., 2014; Malladi and Sowlati, 2018; O’Neill and Maravelias, 2021; Zahraee, Shiwakoti, and Stasinopoulos, 2020). The papers covered by these reviews focus on the area and the location of land to grow the feedstock to supply a local processing facility, or network or refineries. Mostly they hold yield per unit of land constant, although some allow for heterogeneity between parcels of land and uncertainties in yield. For example, Debnath, Epplin, and Stoecker (2014) solve for the cost-minimizing land area to feed a fixed facility size when yields are subject to stochastic weather shocks. O’Neill and Maravelias (2021) identify three papers where farmer decisions can influence yield through fertilization and/or harvest decisions.

4.2 Almonds in California

In addition to sugarcane, we also calibrate the model to the almond industry in California to test the hypothesis that MSY is a successful rule of thumb in a crop with a very different life-cycle to sugarcane. In 2019, 2.5 million tons of almonds were produced on 1.2 million hectares in California, with a market value of $6.1b (CDFA, 2021). Unlike sugarcane, almonds have long life span, approximately 25 years in California’s central valley. Furthermore, almond’s yield curve is more stable than sugarcane’s, with the maximum yield typically being reached in the 7th year, and then being maintained until the end of the usual 25 year lifespan (Duncan et al., 2019). On the other hand, like sugarcane, almonds must be transported to a processing facility to be transformed into a tradeable product. Using data from hulling and shelling facilities collectively processing approximately 15% of CA’s almond harvest, Kendall et al. (2015) found that all almonds are hulled and the vast majority are shelled before being transported to market. In their sample, harvested almonds were transported an average one-way distance of 26.7 km in trucks with 22.7 tonnes (25 short tons) of capacity.
5 Simulations to Compare Optimal Age to MSY Age

To compare the magnitude of cost savings from optimizing age compared to choosing $n_{MSY}$, we used numerical simulations based on calibrations obtained from the literature. Details of the calibration procedure are given in appendix B. Using the estimated Hoerl parameters and the cost parameters, the \texttt{fmincon} function was used to solve the cost minimization problem for the values of age and land that minimize the cost of supplying a processing facility of a fixed capacity. The bordered Hessian was also calculated to check whether the numerical solver had indeed found a maximum.

![Figure 4: Percentage difference in cost between using optimal and maximum sustainable yield age for a range of processing facility sizes.](image)

Figure 4 shows the difference in cost between the cost of choosing both $n$ and $L$ to minimize the cost of supplying the processing facility and the cost of fixing $n$ at $n_{MSY}$ and only allowing $L$ to vary. For sugarcane, the cost difference when supplying a one million ton facility (the smallest reported in Crago et al. (2010)) is indicated by the blue point on the figure. This cost difference is small at 0.25 percent. For almond processing facilities around the size of an average California facility, the percentage difference is negligible, in the order of magnitude of $10^{-7}$. 
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As the processing facility’s capacity increases, the difference in cost decreases, asymptotically approaching zero. For the range of facilities presented in the graph, the condition for proposition 3.3 is satisfied and the increased capacity is met with an increase in land and a decrease in optimal age toward $n_{MSY}$.

Given the small magnitude of the percentage cost reductions, a natural question arises: how robust is this result? Does this particular parameter set lead to an unusually small cost reduction, or are the cost reductions likely to be small for all production systems similar to our two examples?

To test this question, we performed a Monte Carlo simulation with parameters drawn from a uniform distribution generated by scaling draws from a Halton sequence. For each crop, we centered the uniform distribution on the calibrated parameter values, with a minimum parameter value of half the calibrated value, and a maximum value of 1.5 times the calibrated value. The parameter values used in the simulation are reported in table 2 in appendix B.3. The processing facility size was not varied. Using MATLAB, we generated 100,000 random parameter sets. For each random parameter set, the `fmincon` function was used to solve for the cost minimizing values of $n$ and $L$ along with the associated costs for feeding the facility using the minimized and MSY ages. For sugarcane, two draws were eliminated due to numerical issues or theoretical incompatibility and 9415 draws were eliminated for almond.

The results of the simulations from random parameter draws are shown as an empirical cumulative density function in figure 5. The distribution is truncated at zero—optimizing the age of the orchard should never increase costs. For both sets of results the simulated cost reductions are right skewed. For sugarcane, the cost difference for the original calibrated value is roughly centered in the simulated data, located at the 58.7th percentile. Despite the long tail, 99 percent of simulated results have a percentage cost difference less than five percent. For almonds, the cost difference of original calibrated value is also roughly centered in the simulated data, located at the 51.9th percentile. Similarly, despite the long tail, 98.6
percent of simulated results have a percentage cost difference less than five percent and 98.5 percent of results have a percentage cost difference less than 0.1 percent.

The smallness of the cost reductions for the sugarcane and almond examples and the robustness of this result in the neighborhood of the calibration suggests that, for these and similar production systems, using the maximum yield age is almost as good as using the cost minimizing age, lending support to the argument of Tisdell and De Silva (1986).

6 Discussion

The optimal orchard age is very close to the yield-maximizing orchard age in the vast majority of simulations. From the comparative statics in table 1 we know that increases in age-structure independent costs, delivery costs, and delivery cost convexity all decrease the optimal orchard age. We can infer that in the examples these three costs dominate the age-structure dependent costs.

The calibrated value of $C_n$ for almonds is -405. Since $n$ enters the age dependent cost equation inversely, this value implies that farm-gate feedstock costs increase as the age
increases. In other words, maintaining an almond orchard is a more costly than establishing one. This contrasts sugarcane where replanting was the dominant cost. Having farm gate feedstock costs increase with age creates an additional incentive to manage the orchard close to the maximum sustainable yield (recall that Proposition 1 prevents the optimal age falling below \( n_{MSY} \)). In this case, choosing an age above \( n_{MSY} \) would both lower yield and increase feedstock costs.

The shape of the age-yield function will also affect the potential cost-savings from optimizing age. Here we have conducted the numerical analysis with a given age-yield function, omitting sensitivity analysis of alternative age-yield specifications. The analytical structure of the Hoerl function allows us, in principle, to conduct comparative static experiments on the three Hoerl function parameters, \( a \), \( b \), and \( c \). Unfortunately, none of these parameters map directly to the intuitive targets of a comparative static exercise, such as the time to peak yield, or the relative ‘flatness’ of the age-yield function. Further, as discussed in section 2.1.5, the Hoerl function has some drawbacks modeling a perennial crop that quickly reaches peak yield. The comparison of alternative choices of the functional form of the age-yield function and an analysis of the effect of the shape of the age-yield function on the optimal choices of orchard age and land use are left for future research. However, using the Hoerl function for two very different age-yield functions led to a robust finding that \( n_{MSY} \) was almost optimal. It seems reasonable to conjecture that these results would hold for other well-fitting functional forms in production systems similar to our two examples.

A surprising result from the model is that smaller processing facilities have proportionally larger cost savings. One might think, \emph{a priori}, that the cost savings would be larger for larger refineries because they require more feedstock, so lowering the cost of feedstock would be more beneficial. However, it is because larger refineries require large quantities, thereby incurring high marginal delivery costs due to the greater extent of the growing region and making the age-structure dependent costs relatively small, that they are least benefited by optimizing age.
Focusing on cost-minimization hides a potential channel for age optimization to affect the management of the growing-processing operation. By keeping the processing facility size fixed, a change in a parameter only causes a substitution between land and age. In a more flexible model that also optimized the facility capacity choice, the same parameter change would have two effects: the substitution effect from the change in the relative cost of land and age; and the size effect, where the change in the parameter alters the optimal size of the facility. These two effects may reinforce or offset each other. For example, the effects may offset when a decrease in delivery costs increases the optimal age through the substitution effect (land is relatively cheaper), and also increase the optimal size of the facility, which would reduce the optimal age. This example is based on the comparative statics in sections 3.3 and 3.4, but a simultaneous analysis of both the substitution and size effects would require a net present value maximization model with endogenous processing facility capacity choice.

Furthermore, the current model requires that feedstock production exactly match processing facility capacity. This can be thought of as a long-run situation where the facility has been optimized for the downstream market and the growing region has been optimized for the facility. However, in reality, managers can run the facility below capacity in the short run, or sell excess feedstock to other processors (assuming delivery costs are not prohibitive). We assume that these short-term fluctuations are smoothed out in this model.

This long-run assumption also ignores the problem of achieving the optimal age in a least-cost method. Margarido and Santos (2012) present a sugarcane planting sequence for feeding a 2,000,000 ton facility. This sequence front loads the planting in the first three years of production and plants the equilibrium area each following year, resulting in a stable age nine years after the initial planting. Although the authors note that the initial front loading is necessary because the facility needs to crush a larger amount of sugarcane in the first year, there is no discussion of the optimality of this planting sequence, or comparisons with alternative sequences. However, this sequence is consistent with the results of Tregeagle and
Simon (2020) who show that the optimal planting sequence for a perennial crop will always be front-loaded if the manager has a positive discount rate. They also show that if the manager starts with a non-balanced orchard it is never optimal to follow a sequence that reaches a constant age (balanced orchard). Therefore, the maximum sustainable yield age should be considered a long-run average target, with year-to-year fluctuations around the target. The details of achieving the target should be determined for the particular application.

7 Conclusion

We have, to our knowledge, presented the first model of optimal perennial crop age when the output is used as a feedstock for a processing facility of a given size. To account for non-convexities in the cost-minimization problem, we proved under certain assumptions on the age-yield function, that the first order conditions of the model have a solution and provided a sufficient condition for this solution to also solve the original cost-minimization problem. We generated analytical comparative statics of this solution with respect to facility size and cost parameters. We also provided two simulations calibrated to the sugarcane industry in São Paulo, Brazil, and the almond industry in California, showing that that the optimal age is very close to the maximum sustainable yield age. These results support Tisdell and De Silva’s argument that maximum sustainable yield is important for practical perennial management, since the difference in cost between the two approaches is negligible and the MSY approach requires less, more easily obtainable information.
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A Proofs of Propositions and Lemmas

Lemma 1 The Hoerl function satisfies assumptions (1) - (4)

Proof of Lemma 1. Let \( f(x) = ax^b e^{cx} \)

1. \( f(x) \) is continuous since it is the product of two continuous function, \( ax^b \) and \( e^{cx} \), and the product of continuous functions is continuous.

2. \( f(0) = 0 \) since \( f(0) = a0^b e^0 = 0 \)

3. \( f(x) \) monotonically increases to a unique maximum and then monotonically declines to a minimum if and only if \( a > 0, \ b > 0, \) and \( c < 0 \).

If \( a = 0 \) then the function is always zero and the condition cannot be obtained. If \( a < 0, \ f(x) < 0 \) for \( x > 0 \). Hence \( a > 0 \). If \( b = 0, \) then the \( f(x) \) behaves as an exponential function, which has no local extrema. If \( b < 0 \) then \( f(0) \) is undefined, violating assumption (2). Hence \( b > 0 \). If \( c = 0 \) the \( f(x) \) behaves as a polynomial \( ax^b \), which for \( b > 0 \) monotonically increases, but has no local maximum for \( x > 0 \). If \( c > 0 \), the function approaches infinity as \( x \) approaches infinity, violating assumption (4).

The derivative of \( f(x) \) is \( f'(x) = ax^b e^{cx}(\frac{b}{x} + c) \). \( f(x) \) is initially increasing since there always exists some \( x \) sufficiently close to 0 such that \( \frac{b}{x} > -c \). There exists a unique maximum of \( f(x) \) at \( x = -\frac{b}{c} \). For \( x < -\frac{b}{c} \), the derivative is always positive, so \( f(x) \) is monotonically increasing. For \( x > -\frac{b}{c} \), the derivative is always negative, so \( f(x) \) is monotonically declining.

Hence we have shown \( a > 0, \ b > 0, \ c < 0 \) is necessary and sufficient for \( f(x) \) to exhibit a monotonic increase to a unique maximum and a monotonic decrease thereafter.

4. \( \lim_{x \to \infty} x f(x) = \lim_{x \to \infty} ax^{b+1} e^{cx} = 0 \) since \( e^{cx} \) approaches 0 more rapidly than \( x^{b+1} \) approaches infinity. This can be shown by repeated applications of L’Hôpital’s rule.
Lemma 2 The optimal maximum orchard age must be greater than or equal to the maximum yield age, i.e. \( n^* \geq n_{MSY} \).

Proof of Lemma 2.

From our assumptions on the age-yield function in section 2.1.2, for all yields less than the maximum yield, there are two orchard ages that generate that yield. That is, for all \( \bar{y} \in (0, y(n_{MSY})) \), there exist \( n^- < n_{MSY} < n^+ \), such that \( y(n^-) = y(n^+) = \bar{y} \).

On the graph of the isoquant, these two \( n \) values generate the same area, \( \bar{L} \), since \( L = \frac{Q}{y(n)} \) so
\[
\frac{Q}{y(n^-)} = \frac{Q}{y(n^+)} = \bar{L}.
\]

Now compare the costs of these two \( n \) values.

\[
C(n^-, \bar{L}) - C(n^+, \bar{L}) = \left( C_f + \frac{C_n}{n^-} \right) \bar{L} + C_D y(n^-) \bar{L}^\alpha - \left( C_f + \frac{C_n}{n^+} \right) \bar{L} - C_D y(n^+) \bar{L}^\alpha
\]
\[
= \left( C_f + \frac{C_n}{n^-} \right) \bar{L} + C_D \bar{y} \bar{L}^\alpha - \left( C_f + \frac{C_n}{n^+} \right) \bar{L} - C_D \bar{y} \bar{L}^\alpha
\]
\[
= C_n \bar{L} \left( \frac{1}{n^-} - \frac{1}{n^+} \right) (> 0)
\]

Hence for any level of yield, the cost minimizing maximum orchard age is greater than or equal to the maximum yield age, i.e. \( n^* \geq n_{MSY} \). ■

Lemma 3 The minimum of the isoquant is located at \( n_{MSY} \).

Proof of Lemma 3.

The isoquant is defined by \( y(n)L = \bar{Q} \). This can be rewritten so that \( L \) is a function of \( n \), i.e. for a particular level of feedstock production \( L = \frac{\bar{Q}}{y(n)} \). The minimum of this function (i.e. the least quantity of land necessary to produce the desired quantity) occurs when the derivative of this function is set to zero.

\[
\left. \frac{dL}{dn} \right|_{\text{isoquant}} = -\frac{\bar{Q}y'(n)}{[y(n)]^2} = 0 \iff y'(n) = 0
\]
From the conditions imposed on the age-yield function in section 2.1.2 there is a unique maximum of the yield function located at $n_{MSY}$. Hence the unique minimum of the isocost function occurs at $n_{MSY}$. ■

Lemma 4 The minimum of the isocost curve is located at $n < n_{MSY}$.

Proof of Lemma 4.

The isocost curve is defined by a level set of the cost function: $C(n, L) = \bar{C}$. We wish to locate the set of local extrema of the isocost curve, where $L$ is expressed as a function of $n$. This set is a subset of the critical points of $\frac{dL}{dn}$.

Totally differentiate the cost function:

$$\left[ \left( C_f + \frac{C_n}{n} \right) + \alpha C_D y(n) L^{\alpha-1} \right] dL + \left[ -\frac{C_n L}{n^2} + C_D y'(n) L^\alpha \right] dn = 0$$

Thus

$$\left. \frac{dL}{dn} \right|_{\text{isocost}} = \frac{C_n L/n^2 - C_D y'(n) L^\alpha}{(C_f + \frac{C_n}{n}) + \alpha C_D y(n) L^{\alpha-1}} = 0 \iff C_n L/n^2 = C_D y'(n) L^\alpha$$

since all the terms in the denominator are non-negative. The only term in this last equality that can change sign is $y'(n)$. All other terms are constrained to be non-negative. Hence the equality cannot be satisfied if $y'(n) < 0$, which occurs when $n > n_{MSY}$. Also, if $n = n_{MSY}$ it must be that $L = 0$ for the equality to be satisfied. If $L = 0$ we have $C(n_{MSY}, 0) = 0$, so for any positive level of cost $(n_{MSY}, 0)$ is not an element of the graph of the isocost function, and $n_{MSY}$ cannot be a critical point. Hence for any positive level of cost, any extrema of the isocost function must occur when $n < n_{MSY}$. ■

Lemma 5 The isocost curve has a positive slope for all $n \geq n_{MSY}$.

Proof of Lemma 5.

This follows immediately from the proof of lemma 4 since the expression for the slope of the
The isocost curve has a positive slope for all $n \geq n_{MSY}$ (lemma 5). The isoquant curve has a zero slope at $n_{MSY}$ (lemma 3). Hence the isocost and isoquant curves cannot be tangential at $n_{MSY}$, so $n^* \neq n_{MSY}$. Combining this with lemma 2 gives us the result.

**Lemma 6** Assumptions (1)-(4) imply that $0 < \lim_{n \to \infty} \int_0^n f(a) \, da < \infty$

**Proof of Lemma 6.**

We can split $\lim_{n \to \infty} \int_0^n f(a) \, da$ in two by partitioning its domain:

$$\lim_{n \to \infty} \int_0^n f(a) \, da = \lim_{n \to \infty} \int_0^k f(a) \, da + \lim_{n \to \infty} \int_k^n f(a) \, da$$

$$= \int_0^k f(a) \, da + \lim_{n \to \infty} \int_k^n f(a) \, da$$

Now consider $\int_0^k f(a) \, da$. The age-yield function is bounded below by 0 by construction ($f(a)$ represents a physical quantity). Assumptions (1)-(3) imply that $f(a)$ is bounded above. Hence $f(a)$ is bounded on the domain $[0, k]$ for all $k \in \mathbb{R}_{>0}$. Thus $0 \leq \int_0^k f(a) \, da < \infty$ since this is the integral of a bounded positive function on a finite domain.

We must consider two possibilities when analyzing $\lim_{n \to \infty} \int_k^n f(a) \, da$: either $f(a) > 0$ for all $a \in \mathbb{R}_{\geq0}$, or there exists some $\hat{k} \in \mathbb{R}_{\geq0}$ such that for all $a > \hat{k}$ $f(a) = 0$. In the first case, we must establish that $\lim_{n \to \infty} f(a)$ approaches zero fast enough that $\lim_{n \to \infty} \int_k^n f(a) \, da$ is not infinite. Assumption (4) implies that there exist $k \in \mathbb{R}_{\geq0}$ and $p > 1$ such that for all $a > k$ $f(a) < \frac{1}{a^p}$ (if such $k$ and $p$ did not exist, $\lim_{n \to \infty} a f(a)$ would either be strictly positive, or infinite). Thus

$$\lim_{n \to \infty} \int_k^n f(a) \, da < \lim_{n \to \infty} \int_k^n \frac{1}{a^p} \, da < \infty$$
since integrals of the form $\int_{k}^{\infty} \frac{1}{x^p} \, dx$ are convergent if and only if $p > 1$. In the second case, $\lim_{n \to \infty} \int_{k}^{n} f(a) \, da = 0$, and $\lim_{n \to \infty} \int_{0}^{n} f(a) \, da = \int_{k}^{k} f(a) \, da$. Thus $0 \leq \lim_{n \to \infty} \int_{k}^{n} f(a) \, da < \infty$

Assumption 3 implies that $f(a)$ is strictly positive on some subset of $\mathbb{R}_{\geq 0}$ with non-empty interior. Hence $\lim_{n \to \infty} \int_{0}^{n} f(a) \, da > 0$.

Therefore $0 < \lim_{n \to \infty} \int_{0}^{n} f(a) \, da < \infty$.

**Proof of proposition 2.**

Given assumptions (1)-(4), a solution, $n^*$, to the cost minimization problem exists such that $n^* \in (n_M, \infty)$.

**Sketch of the proof:** We have already demonstrated that $n^*$ must be greater than $n_M$.

At $n_M$ the slope of the isocost curve is strictly positive and the slope of the isoquant curve is zero. We show that as $n$ approaches infinity, the slope of the isocost curve approaches zero, while the slope of the isoquant curve approaches a positive value. By continuity the slope functions must cross at least once, and hence there must exist at least one point where the isocost and isoquant curves are tangent to each other.

We begin by showing that the slope of the isocost curve approaches zero as $n$ approaches infinity. The slope of the isocost function when $L$ is written as a function of $n$ (as derived in lemma 3)

$$\frac{dL}{dn}_{\text{isocost}} = \frac{C_n L(n)/n^2 - C_D y'(n) L(n)^\alpha}{(C_f + \frac{C_n}{n}) + \alpha C_D y(n) L(n)^{\alpha-1}}$$

To take the limit of this expression as $n$ approaches infinity, we need to know how $L(n)$ on the isocost function behaves as $n$ approaches infinity. The isocost function is defined as

$$C(n, L) = (C_f + \frac{C_n}{n})L + C_D y(n) L^\alpha = \tilde{C}$$
This implicitly defines $L$ as a function of $n$.

$$C(n) = (C_f + \frac{C_n}{n})L(n) + C_D y(n) L(n)^\alpha = \bar{C}$$

Now we take the limit of this expression as $n \to \infty$ and solve for the unknown value $L_\infty$.

$$\lim_{n \to \infty} \left( C_f + \frac{C_n}{n} \right)L(n) + C_D y(n) L(n)^\alpha = \bar{C}$$

$$\Rightarrow C_f L_\infty = \bar{C}$$

$$\Rightarrow L_\infty = \frac{\bar{C}}{C_f} \quad \text{A constant}$$

Returning to the derivative of the isocost function

$$\lim_{n \to \infty} \frac{dL}{dn} \bigg|_{\text{isocost}} = \lim_{n \to \infty} \frac{C_n L(n)/n^2 - C_D y'(n) L^\alpha}{(C_f + \frac{C_n}{n}) + \alpha C_D y(n) L(n)^{\alpha - 1}}$$

$$= \frac{0 - 0}{C_f + 0 + 0} \quad \text{Since } y(n) \text{ and } y'(n) \text{ both approach 0,}$$

$$= 0 \quad \text{and } L(n) \text{ approaches a constant as } n \to \infty$$

Now we show that under a certain condition the slope of the isoquant function approaches a positive constant as $n \to \infty$. The isoquant function is given by $y(n) L = \bar{Q}$ and can be rewritten as

$$L = \frac{\bar{Q}}{\frac{1}{n} \int_0^n f(a) \, da}$$

$$= \frac{\bar{Q} n}{\int_0^n f(a) \, da}$$
The slope of the isoquant function is given by
\[
\frac{dL}{dn}_{\text{isoquant}} = \frac{\bar{Q} \left( \int_0^n f(a) \, da - n f(n) \right)}{\left[ \int_0^n f(a) \, da \right]^2}
\]

The limit of the slope as \( n \) approaches infinity is
\[
\lim_{n \to \infty} \frac{dL}{dn}_{\text{isoquant}} = \lim_{n \to \infty} \frac{\bar{Q} \left( \int_0^n f(a) \, da - n f(n) \right)}{\left[ \int_0^n f(a) \, da \right]^2}
\]

\[
= \bar{Q} \frac{\lim_{n \to \infty} \left( \int_0^n f(a) \, da - n f(n) \right)}{\lim_{n \to \infty} \left[ \int_0^n f(a) \, da \right]^2}
\]

since \( \lim_{n \to \infty} \int_0^n f(a) \, da > 0 \) (Lemma 6)

\[
= \bar{Q} \frac{\lim_{n \to \infty} \left( \int_0^n f(a) \, da - n f(n) \right)}{\lim_{n \to \infty} \left[ \int_0^n f(a) \, da \right]^2}
\]

since
\[
\lim_{n \to \infty} \int_0^n f(a) \, da > n f(n) = 0
\]

and
\[
0 < \lim_{n \to \infty} \int_0^n f(a) \, da < \infty
\] (Lemma 6)

\[\Rightarrow 0 < \lim_{n \to \infty} \frac{dL}{dn}_{\text{isoquant}} < \infty\]

Now define a function that returns the difference in the slopes of the isocost and isoquant functions, \( h(n) = \frac{dL}{dn}_{\text{isocost}} - \frac{dL}{dn}_{\text{isoquant}} \). Since both constituent functions are continuous on the interval \((n_{MSY}, \infty)\), \( h(n) \) is also continuous on this interval. At the maximum yield age \( h(n_{MSY}) > 0 \) (from lemmas 3 and 5) and, as we have just shown, when \( n \) approaches infinity the limit of \( h(n) \) is strictly less than zero. Hence by the intermediate value theorem, there must exist some \( n^* \in (n_{MSY}, \infty) \) such that \( h(n) = 0 \), and the isocost and isoquant curves are tangent to one another. ■

**Proof of proposition 3.**

The condition
\[ n^3 \left( y'(n)^2 \left( (\alpha - 3) \alpha C_D L^{\alpha - 1} + 2\lambda \right) - y(n) y''(n) \left( \lambda - C_D L^{\alpha - 1} \right) \right) + 2 C_n (n y'(n) + y(n)) > 0 \]

when evaluated at \((n^*, L^*)\) is a sufficient condition for \((n^*, L^*)\) to solve the cost-minimization problem.

The determinant of the bordered Hessian of the Lagrangian is given by

\[
D(n, L) = \begin{vmatrix}
0 & \frac{\partial L}{\partial n} & \frac{\partial L}{\partial L} \\
\frac{\partial L}{\partial n} & 2\frac{L C_n}{n^3} - y''(n) (\lambda L - C_D L^n) & y'(n) (\alpha C_D L^{\alpha - 1} - \lambda) - \frac{C_n}{n^2} \\
y(n) & y'(n) (\alpha C_D L^{\alpha - 1} - \lambda) - \frac{C_n}{n^2} & (\alpha - 1)\alpha C_D L^{\alpha - 2} y(n)
\end{vmatrix}
\]

From Sydsæter, Strøm, and Berck (2005) if \(D(n^*, L^*) < 0\) then \((n^*, L^*)\) solves the local minimization problem. For the supply chain cost minimization problem, the determinant of the Hessian of the Lagrangian evaluates to

\[
D(n, L) = -\frac{y(n) L}{n^3} \left( n^3 \left( y'(n)^2 \left( (\alpha - 3) \alpha C_D L^{\alpha - 1} + 2\lambda \right) - y(n) y''(n) \left( \lambda - C_D L^{\alpha - 1} \right) \right) \right.
\]

\[
\left. + 2 C_n (n y'(n) + y(n)) \right)
\]

Since \(\frac{y(n)L}{n^3}\) is positive, the condition that \(D(n^*, L^*) < 0\) simplifies to

\[
n^3 \left( y'(n)^2 \left( (\alpha - 3) \alpha C_D L^{\alpha - 1} + 2\lambda \right) - y(n) y''(n) \left( \lambda - C_D L^{\alpha - 1} \right) \right) \\
+ 2 C_n (n y'(n) + y(n)) > 0
\]

Proof of proposition 4.
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As processing facility size increases, the optimal orchard age decreases, i.e. \( \frac{dn^*}{dQ} < 0 \).

Totally differentiating \( g(n, \bar{Q}) \) (The derivative of the cost function when the constraint is used to eliminate \( L \) — derived in the proof of proposition 2) gives us an expression for the desired comparative static

\[
\frac{dn^*}{dQ} = -\frac{g_Q}{g_n}
\]

At an optimum the second order condition for a minimum must hold, so \( g_n \) must be positive. Hence

\[
\text{sign} \left( \frac{dn^*}{dQ} \right) = -\text{sign}(g_Q)
\]

Differentiating \( g(n, \bar{Q}) \) with respect to \( \bar{Q} \), and evaluating at the optimum yields

\[
g_Q = -(1 - \alpha)^2 \left[ y(n^*) \right]^{-\alpha} y'(n^*) \bar{Q}^{\alpha - 2} \quad (> 0)
\]

Hence

\[
\frac{dn^*}{dQ} < 0
\]

Proof of proposition 5.

The change in optimal growing region size with respect to a change in processing facility capacity is generally ambiguous, but if \( y''(n^*) < 0 \), then increased processing facility capacity leads to increase growing region size, i.e. \( \frac{dL^*}{dQ} > 0 \).

To analyze this comparative static of the constrained cost minimization problem using the
substitution method we need to define the inverse yield function, \( g(y) = n \ (g^{-1}(n) = y(n)) \).

Since the yield function is not surjective, we can only define and analyze the inverse yield on a subset of the domain. Fortunately, as shown by proposition 1, the optimal \( n \) is found in the subset \( n > n_{MSY} \). On this subset the yield function is bijective, and we are guaranteed the existence of \( g(y) \).

Using the constraint on processing facility capacity \((y(n)L = \bar{Q} \Rightarrow y(n) = \frac{\bar{Q}}{L} \text{ and } n = g(\frac{\bar{Q}}{L})\) we can rewrite the cost function as a function of growing region only.

\[
C(n(L), L) = \left( C_f + \frac{C_n}{g(\frac{\bar{Q}}{L})} \right) L + C_D \bar{Q} L^{\alpha-1}
\]

The first order condition with respect to a minimum is

\[
\frac{dC}{dL} = C_f + \frac{C_n}{g(\frac{\bar{Q}}{L})} + \frac{\bar{Q} C_n g'(\frac{\bar{Q}}{L})}{L \left[ g(\frac{\bar{Q}}{L}) \right]^2} + (\alpha - 1) C_D \bar{Q} L^{\alpha-2} = 0
\]

Cross multiply by \( L \left[ g(\frac{\bar{Q}}{L}) \right]^2 \)

\[
h(L) = C_f L \left[ g(\frac{\bar{Q}}{L}) \right]^2 + C_n L g(\frac{\bar{Q}}{L}) + C_n \bar{Q} g'(\frac{\bar{Q}}{L}) + (\alpha - 1) C_D \bar{Q} \left[ g(\frac{\bar{Q}}{L}) \right]^2 L^{\alpha-1} = 0
\]

Totally differentiating \( h(n, \bar{Q}) \) gives us an expression for the desired comparative static

\[
\frac{dL^*}{d\bar{Q}} = -\frac{h_{\bar{Q}}}{h_L}
\]

At an optimum the second order condition for a minimum must hold, so \( g_n \) must be positive.
Hence

\[ \text{sign} \left( \frac{dL^*}{dQ} \right) = - \text{sign}(\bar{h}_Q) \]

\[ h_{\bar{Q}} = (\alpha - 1) C_D \left[ g \left( \frac{\bar{Q}}{L} \right) \right]^2 L^{\alpha - 1} \] (9)

\[ + 2(\alpha - 1) C_D \bar{Q} g \left( \frac{\bar{Q}}{L} \right) g' \left( \frac{\bar{Q}}{L} \right) L^{\alpha - 2} \] (10)

\[ + 2C_f g \left( \frac{Q}{L} \right) g' \left( \frac{Q}{L} \right) \] (11)

\[ + 2C_n g' \left( \frac{Q}{L} \right) \] (12)

\[ + \frac{C_n \bar{Q} g'' \left( \frac{\bar{Q}}{L} \right)}{L} \] (Ambiguous) (13)

If \( g'' \left( \frac{Q}{L} \right) < 0 \) at \( L^* \), the term 13 in \( h_{\bar{Q}} \) is negative.

**Aside: Rewriting this condition in terms of \( y(n^*) \)**

This condition on the second derivative of the inverse yield function is not particularly intuitive. We can rewrite this condition in terms of \( y(n^*) \) which makes it much easier to understand. To do this we must rewrite this condition on the second derivative of an inverse function in terms of the original function. The relationship between the second derivative of a function and its inverse is

\[ (f^{-1})''(f(x)) = -\frac{f''(x)}{[f'(x)]^3} \]

For the inverse yield function this becomes

\[ g'' \left( \frac{Q}{L} \right) = g''(y(n^*)) = -\frac{y''(n^*)}{[y'(n^*)]^3} \]
So
\[ g''\left(\frac{\bar{Q}}{L}\right) < 0 \iff \frac{-y''(n^*)}{[y'(n^*)]^3} < 0 \]

Since \( y'(n^*) < 0 \) and the cubing operation preserves sign, this inequality is satisfied if and only if \( y''(n^*) < 0 \).

**Returning to the proof**

Given that \( y''(n^*) < 0 \), we now show that term (9) plus term (10) is negative.

\[(9) + (10) = (\alpha - 1)C_D \left[ g\left(\frac{\bar{Q}}{L}\right)\right]^2 L^{\alpha-1} + 2(\alpha - 1)C_D \bar{Q} g\left(\frac{\bar{Q}}{L}\right) g'\left(\frac{\bar{Q}}{L}\right) L^{\alpha-2} \]

Extract common factors

\[(9) + (10) = (\alpha - 1)C_D g\left(\frac{\bar{Q}}{L}\right) L^{\alpha-1} \left[ g\left(\frac{\bar{Q}}{L}\right) + 2\bar{Q} g'\left(\frac{\bar{Q}}{L}\right) L^{-1} \right] \]

Therefore

\[ \text{sign} \left( (9) + (10) \right) = \text{sign} \left( g\left(\frac{\bar{Q}}{L}\right) + 2\bar{Q} g'\left(\frac{\bar{Q}}{L}\right) L^{-1} \right) \]

Substitute the definition of \( \bar{Q} = y(n) L \)

\[ g\left(\frac{y(n) L}{L}\right) + 2y(n) L g'\left(\frac{y(n) L}{L}\right) L^{-1} \]

\[ = g(y(n)) + 2y(n) g'\left(y(n)\right) \]

\[ = n + \frac{2y(n)}{y'(n)} \quad \text{since } g(.) \text{ is inverse of } y(.) \]
Recall $y'(n) = \frac{f(n) - y(n)}{n}$, so

$$n + \frac{2y(n)}{y'(n)} = n + \frac{2ny(n)}{f(n) - y(n)} = n \left(1 + \frac{2y(n)}{f(n) - y(n)}\right) = n \left(1 - \frac{2y(n)}{y(n) - f(n)}\right)$$

For $n > n_{MSY}$, $y(n) > f(n) \geq 0$, hence $\frac{2y(n)}{y(n) - f(n)} > 1$, so $(9) - (10) < 0$, $h\bar{Q} < 0$, and $\frac{dL^*}{d\bar{Q}} > 0$.

**Proof of proposition 6.**

See table on page 20

As explained in the proofs for propositions 4 and 5, the sign of the comparative static of $n^*$ and $L^*$ with respect to any exogenous variable $x$ can be found by analyzing the sign of the relevant derivative of the first order condition, i.e.

$$\text{sign} \left(\frac{dn^*}{dx}\right) = -\text{sign}(g_x) \quad \text{and} \quad \text{sign} \left(\frac{dL^*}{dx}\right) = -\text{sign}(h_x)$$

We now present and sign the expressions of $g_x$ for the parameters of interest.

$$g_{C_f} = -\frac{\bar{Q}}{y(n^*)} \left(\frac{y'(n^*)}{y(n^*)^2}\right) \quad (> 0)$$

$$g_{C_n^*} = -\frac{\bar{Q}}{n^*y(n^*)} \left[\frac{1}{n^*} + \frac{y'(n^*)}{y(n^*)}\right] \quad (< 0)$$

Since $\varepsilon_{y(n^*)} > -1 \Rightarrow \frac{1}{n^*} + \frac{y'(n^*)}{y(n^*)} > 0$ (Prop 2)
\[ g_{CD} = (1 - \alpha) \bar{Q}^\alpha y(n^*) - \alpha y'(n^*) \]  
\[ g_\alpha = -C_D \bar{Q}^\alpha y(n^*) - \alpha y'(n^*) ((\alpha - 1) \ln(\bar{Q}) - \ln(y(n^*))) + 1 \]  
\[ = -C_D \bar{Q}^\alpha y(n^*) - \alpha y'(n^*) ((\alpha - 1) \ln(L) + 1) \]  
\[ (> 0) \]

We now present and sign the expressions of \( h_{x} \) for the parameters of interest.

\[ h_{C_f} = L(n^*)^2 \]  
\[ (> 0) \]

\[ h_{C_n} = Ln^* + \frac{\bar{Q}}{y'(n^*)} \]  
\[ (< 0) \]  
Since \( \varepsilon_{y(n^*)>1} \Rightarrow Ln^* + \frac{\bar{Q}}{y'(n^*)} < 0 \) (Prop 2)

\[ h_{C_D} = (\alpha - 1) (n^*)^2 \bar{Q} L^{\alpha-1} \]  
\[ (> 0) \]

\[ h_{\alpha} = (n^*)^2 \bar{Q} C_D L^{\alpha-1} (1 + (\alpha - 1) \ln(L)) \]  
\[ (> 0) \Leftrightarrow L > e^{-1/(\alpha-1)} \]

\[ \text{B Calibration of the Cost-Minimization Problem} \]

The cost minimization problem has 7 parameters for which values must be found (assuming the choice of the Hoerl function for the age-yield function). For the Hoerl age-yield function

\[ y(n) = \frac{1}{n} \int_0^n ax^b e^{cx} dx \]
the parameters are $a$, $b$, and $c$. From the simplified cost minimization problem we have $C_f$, the age-independent per unit land growing costs, $C_n$, the age-dependent costs, $C_D$, the average delivery cost per unit of feedstock, and $\alpha$, the shape parameter of the growing region.

**B.1 Brazilian Sugarcane**

**B.1.1 Hoerl Parameters: $a$, $b$, $c$**

To estimate parameters $a$, $b$, and $c$, we fit the Hoerl function to age-yield data obtained from Margarido and Santos (2012). The econometric advantage of the Hoerl function is that its logarithm is linear in parameters (Haworth and Vincent, 1977).

Since having zero yield in the first year leads to a bad fit of the Hoerl function (figure 6), we adjusted the data from 0 yield in the first year, to a yield of 60 ton/ha in the first year, which is the average of the first and second year.

The fitted age-yield function is shown in figure 1. The parameter values obtained are $a = 34.1342$, $b = 3.74$, and $c = -0.98$.

**B.1.2 Farm-gate Cost parameters: $C_f$, $C_n$**

We derived the feedstock cost parameters, $C_f$ and $C_n$, from Teixeira (2013), and the delivery cost parameter, $C_D$, from Crago et al. (2010).

Teixeira (2013) presents an example operating budget for a 5-cut (6-age-class) sugarcane operation in São Paulo state, where they assume that 80 percent of the cane is harvested burned, and 20 percent is harvested raw. Costs are divided into five categories, delivery costs, and four that account for farm gate feedstock costs: preparing the soil, planting, harvest, and maintenance of the ratoon. The total farm gate feedstock costs for a 6 hectare operation
Figure 6: The Hoerl function provides a poor fit for the observed sugarcane age-yield function. Fitting the Hoerl function to a modified dataset (increasing the observation for one-year-old canes) greatly improves the fit. We use the Hoerl function fitted to the adjusted data for the simulations in this study.

is given by

\[
\text{Total Farm Gate Feedstock Costs} = \text{Soil Preparation} + \text{Planting} \\
+ 5 \times \text{Harvest} + 4 \times \text{Ratoon maintenance}
\]

Since the total cost is given for 6 hectares, the total cost per hectare is

\[
\frac{\text{Total Farm Gate Feedstock Costs (Per Hectare)}}{6} = \frac{1}{6} \times \text{Soil Preparation} + \frac{1}{6} \times \text{Planting} \\
+ \frac{5}{6} \times \text{Harvest} + \frac{4}{6} \times \text{Ratoon maintenance}
\]

Assuming that these cost parameters are constant with respect to the number of age-classes we can write the total farm gate feedstock per hectare as a function of the age
Substituting Teixeira’s numbers (in Reals) from the example budget, the cost function becomes

\[
\text{Farm gate feedstock costs}(n) = \frac{1}{n} \times \text{Soil Preparation} + \frac{1}{n} \times \text{Planting} + \frac{n - 1}{n} \times \text{Harvest} + \frac{n - 2}{n} \times \text{Ratoon maintenance}
\]

Which on rearranging becomes

\[
\text{Farm gate feedstock costs}(n) = \frac{656.07}{n} + \frac{4159.83}{n} + \frac{n - 1}{n} \times 1273.13 + \frac{n - 2}{n} \times 986.54
\]

Hence for the simulations we use a baseline of \( C_f = 2259.67 \) and \( C_n = 1569.69 \).

### B.1.3 Delivery Cost parameter: \( C_D \)

While Teixeira (2013) does include estimates of delivery costs, he does not include the processing facility size that this example farm is feeding. We therefore turn to Crago et al. (2010) to derive the delivery cost parameter.

The total delivery cost from a growing region is given by

\[
\text{Total Delivery Costs}_{\text{\( n \)}} = \text{Average Cost Per Ton Kilometer} \times \text{Quantity Transported} \times \text{Average Delivery Distance}
\]

Let \( \delta \) represent the average delivery cost per ton kilometer (i.e. the average cost to transport one ton of feedstock one kilometer). Crago et al. (2010) report an average transport
cost of R$6.7 to transport a ton of feedstock from the farm gate to the mill. The average delivery distance in this study was 22 kilometers so in this case $\delta = 0.3045$.

The average mill size in Crago et al. (2010) is 4.8 million tons. Given our assumption that the growing region produces the exact quantity required to feed the mill, this implied that the average quantity of feedstock transported was 4.8 million tons.

When calculating the average delivery distance, we must make a distinction between the area of land planted with sugarcane, $L$, and the area of the growing region, $A$. Although we are assuming that the growing region is circular, it is not necessarily the case that all the land is planted with sugarcane. In fact, relaxing the link between planted area and growing region area is necessary to correctly calibrate the model to the data in Crago et al. (2010).

Let $d$ be the average density of sugarcane fields in the growing region, and $A$ be the area of the growing region. Hence

\[ L = d \times A \]

The average delivery distance is given by the expression

\[ r_{av} = \frac{2}{3} r_{max} = \frac{2}{3} \sqrt[3]{\frac{A}{\pi}} \]

Since the average delivery distance, $r_{av}$, from Crago et al. (2010) is 22km, the size of the growing region is $A = 342,119$ ha.

We calculate the density parameter from

Total Quantity = Yield $\times$ Density $\times$ Growing Region Area

Crago et al. (2010) reports an average yield of 75 tons per hectare. So we calculate the
density as

\[ 4800000 = 75 \times d \times 342119 \Rightarrow d = 0.187 \]

Hence the expression for the total delivery cost becomes

\[
\text{Total Delivery Costs} = \delta \times Q \times r_{av}
\]

\[
= \delta \times Q \times \frac{2}{3} \sqrt{\frac{A}{\pi}}
\]

\[
= \delta \times Q \times \frac{2}{3} \sqrt{\frac{L}{d \times \pi}}
\]

\[
= \frac{2\delta}{3} \sqrt{\frac{1}{d \times \pi}} \times Q \times \sqrt{L}
\]

\[
= \frac{2\delta}{3} \sqrt{\frac{1}{d \times \pi}} \times y(n) L^{1.5}
\]

\[
= C_D \times y(n) L^{1.5}
\]

For the \( d \) and \( \delta \) derived from Crago et al. (2010), \( C_D = 0.2649 \).

**B.1.4 Growing area shape parameter, \( \alpha \)**

We assumed a circular growing area, which implies a value of \( \alpha = 1.5 \), as described above in the section on delivery costs.

**B.2 California Almonds**

**B.2.1 Hoerl Parameters: \( a, b, c \)**

Using almond yields from Kendall et al. (2015), we estimated the following Hoerl parameters:

\( a = -4.9893, b = 3.4994, \) and \( c = -0.2303 \).
B.2.2 Farm-Gate Cost parameters: $C_f, C_n$

We derived the feedstock cost parameters, $C_f$ and $C_n$ from Duncan et al. (2019), who an example operating budget for a 100 acre almond operation in the Northern San Joaquin valley in California. The orchard is assumed to operate for 25 years. Operating costs are divided into four categories: pre-plant, planting, cultural, and harvest. Orchard establishment occurs during years 1–5. Harvest begins in year three. In year six and onward, the costs are stable. The per acre total farm gate feedstock costs are given by

$$\text{Total Farm Gate Feedstock Costs} = \text{Pre-plant} + \text{Planting} + \sum_{i=1}^{5} \text{Cultural}_i + 20 \times \text{Cultural}_6 + \sum_{i=3}^{5} \text{Harvest} + 20 \times \text{Harvest}_i$$

For a balanced orchard with $n \geq 6$, the expression becomes

$$\text{Total Farm Gate Feedstock Costs} (n) = \frac{1}{n} \times \text{Pre-plant} + \frac{1}{n} \times \text{Planting} + \frac{1}{n} \times \sum_{i=1}^{5} \text{Cultural}_i + \frac{n-5}{n} \times \text{Cultural}_6 + \frac{1}{n} \times \sum_{i=3}^{5} \text{Harvest}_i + \frac{n-5}{n} \times \text{Harvest}_6$$

Substituting yields

$$\text{Total Farm Gate Feedstock Costs} (n) = \frac{1}{n} \times 3,512 + \frac{1}{n} \times 1,935 + \frac{1}{n} \times (710 + 679 + 1,481 + 1,806 + 2,095) + \frac{n-5}{n} \times 2,225 + \frac{1}{n} \times (143 + 263 + 366) + \frac{n-5}{n} \times 454$$

$$= 2679 - \frac{405}{n}$$

Hence for almond simulations we use a baseline of $C_f = 2679$ and $C_n = -405$. The negative value of $C_n$ implies that costs actually increase as the age of the orchard increases.
B.2.3 Delivery Cost parameters: $C_D$

We use data from Kendall et al. (2015) to estimate $C_D$. We assume almond kernels are transported in 25 ton trucks. Almond kernels are 31.6 percent of mass delivered to California processing facilities. We assume that for each pound of almond kernel produced at the orchard, 3.165 lbs of material is delivered to the processing facility, so a 25 ton truck can deliver 7.9 tons of almond meat to the processing facility.

We assume a trucking cost per mile of $\$1.810 (\$2.913/km), based on the average marginal cost per mile in the West US region (Murray and Glidewell, 2019). Therefore, the cost per ton mile, $\delta$, is $\$0.229$.

From Kendall et al. (2015), the average facility processes 24,330,652 kgs (53,639,906 lbs or 26,819.95 tons) of almond kernels, around 2 percent of California’s 2019 almond harvest (CDFA, 2021). Average delivery distance, $r_{av}$, for harvested almonds is 26.7 km (16.59 miles), so the size of the growing region, $A$, is 1,245,100.8 acres. The density of the growing region, $d$, is 0.0105, leading to a delivery cost parameter, $C_D$, of 0.8423.

B.2.4 Growing area shape parameter, $\alpha$

We assumed a circular growing area, which implies a value of $\alpha = 1.5$, as described above in the section on delivery costs.

B.3 Calibrated parameters and ranges used in simulations
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min Value</th>
<th>Calibration</th>
<th>Max Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sugarcane</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>47.15</td>
<td>94.29</td>
<td>141.44</td>
</tr>
<tr>
<td>$b$</td>
<td>0.56</td>
<td>1.11</td>
<td>1.67</td>
</tr>
<tr>
<td>$c$</td>
<td>-0.19</td>
<td>-0.37</td>
<td>-0.56</td>
</tr>
<tr>
<td>$C_f$</td>
<td>1129.84</td>
<td>2259.67</td>
<td>3389.51</td>
</tr>
<tr>
<td>$C_n$</td>
<td>784.85</td>
<td>1569.69</td>
<td>2354.54</td>
</tr>
<tr>
<td>$C_D$</td>
<td>0.13</td>
<td>0.26</td>
<td>0.40</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.75</td>
<td>1.50</td>
<td>2.25</td>
</tr>
<tr>
<td>Almonds</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a$</td>
<td>0</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>$b$</td>
<td>3.96</td>
<td>7.93</td>
<td>11.90</td>
</tr>
<tr>
<td>$c$</td>
<td>-0.86</td>
<td>-0.57</td>
<td>-0.29</td>
</tr>
<tr>
<td>$C_f$</td>
<td>1339.50</td>
<td>2679</td>
<td>4018.50</td>
</tr>
<tr>
<td>$C_n$</td>
<td>-607.50</td>
<td>-405</td>
<td>-202.50</td>
</tr>
<tr>
<td>$C_D$</td>
<td>0.42</td>
<td>0.84</td>
<td>1.26</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.75</td>
<td>1.50</td>
<td>2.25</td>
</tr>
</tbody>
</table>

Table 2: Support for random parameters used in cost minimization. The parameters are drawn from a uniform distribution centered on the Brazilian calibration.